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Motivation

Qualitative Evaluation

1) Training phase: using only 2 mins short videos. 
2) Testing phase: generate endless video sequences with high diversity and continuity.

Method

Quantitative Evaluation

More information:
https://zhangchenxu528.github.io/ 

Lip-sync metric, Image quality metric, Temporal-level metric, Diversity and  Multimodality metric.

Standard Paired Training

Learning relations of input 
audio and pose sequences 

with only initial pose

Infinite Recurrent Inference

Using last state as recurrent 
guidance to enhance 

diversity and consistency

Unpaired Training

Embedding the unpaired 
pose and audio in the same 

latent space

Gesture Neural Rendering

Rendering to realistic 
Videos with high quality

Pipeline of our disentangled recurrent representation learning framework.

Comparisons of state-of-the-art models with our method. Note that Speech2Gesture and SDT 
relies on 2D skeletons as intermediate representation while Audio2gesture only generates 
sequences of 3D models. Compared with these works, our results show sufficient gesture diversity 
with varying input audios.

One-to-Many More Results

User study

Ablation for disentangled learning

https://zhangchenxu528.github.io/
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